
 

Comparison of Box-Jenkins Models with Machine Learning Algorithms for 

streamflow yield modeling (Case study: Taleghan watershed) 

|  3alekianMArash |  2hojgharGMohamad Ansari |  1apeTazari Cheragh NSina 
4hadimiGMehrnoosh  

1. Department of Reclamation of Arid and Mountainous Regions Engineering, Faculty of Natural Resources, University of 

sina.nazari.ch@ut.ac.ir mail:-E Iran.Karaj, Tehran,  
2. Corresponding Author, Department of Reclamation of Arid and Mountainous Regions Engineering, Faculty of Natural 

iransari.ghojghar@ut.ac.mail: -EIran.  Karaj, Resources, University of Tehran, 
3. Department of Reclamation of Arid and Mountainous Regions Engineering, Faculty of Natural Resources, University of 

malekian@ut.ac.irmail: -E Iran.Karaj, Tehran,  

ghadimi@ut.ac.iry, University of Tehran, Tehran, Iran. Email: Natural Geography Group, Faculty of Geograph. 4 

 
 

Article Info ABSTRACT 
Article type: Research Article 

 

Article history:  

Received: Oct. 11, 2025 

Revised: Dec. 10, 2025 

Accepted: Dec. 15, 2025 

Published online: Jan. 2026 

 

Keywords:  

Streamflow yield forecasting,  

ARIMA model,  

ELM model,  

SARIMA model,  

XGBoost model. 

  

 

This study compared the performance of ARIMA, SARIMA, ELM and XGBoost models for 

modeling and forecasting monthly streamflow yield in the Taleghan watershed. The dataset 

included monthly mean discharge time series from five hydrometric stations (Joestan, Mehran 

Joestan, Dehdar, Gatehdeh, and Alizan Joestan) over a 30-year period from the 1989–1990 to 

2018–2019 water years. Data were split 80% for training and 20% for testing, with models 

trained and evaluated using four input combinations of one to four prior months. Performance 

was assessed via root mean square error (RMSE), mean absolute error (MAE), Nash–Sutcliffe 

efficiency (NSE), and correlation coefficient (R). Results showed machine learning models 

outperformed classical ones, especially at Joestan station. XGBoost achieved the best results 

with NSE of 0.978 (training) and 0.961 (testing) using four-month inputs. Increasing prior 

months improved accuracy; for XGBoost testing, four months raised NSE by 2.1% (0.94 to 

0.96) and cut RMSE by 2.6% (0.16 to 0.15). Machine learning models offer effective tools for 

streamflow yield forecasting and water resources management. Future work could focus on 

hybrid models and climatic data integration. 
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EXTENDED ABSTRACT 

Introduction 

Streamflow yield is one of the most important hydrological variables for water resources management in 

arid and semi-arid regions such as Iran. Accurate forecasting of monthly streamflow yield is essential for 

optimal reservoir operation, drought mitigation, agricultural water allocation, and sustainable water supply 

planning. Given Iran’s climate with low and highly irregular precipitation, reliable monthly streamflow yield 

forecasting is particularly critical. Major challenges in monthly streamflow yield forecasting include high 

temporal variability, non-stationarity, and pronounced nonlinear behavior of hydrological time series. 

Although classical statistical models such as ARIMA and SARIMA have long been applied, they frequently 

fail to capture the complex patterns inherent in monthly streamflow yield data. In recent years, machine 

learning and data-driven techniques have demonstrated significantly superior performance in modeling such 

intricate relationships. Despite these advances, issues persist, including the scarcity of long-term, high-quality 

monthly streamflow yield records, complex interactions between climate drivers and catchment characteristics, 

and the requirement for robust generalization to unseen conditions. Consequently, comparative studies and the 

development of hybrid approaches remain vital for further improvement. Given the pivotal role of accurate 

monthly streamflow yield forecasting in operational hydrology and long-term water resources planning in Iran, 

investment in advanced data-driven modeling has become a strategic necessity. 

Materials and Methods 

This study was conducted using long-term monthly mean discharge time series recorded at five 

hydrometric stations (Joestan, Mehran-Joestan, Dehdar, Gate-Deh, and Alizan-Joestan) within the Taleghan 

watershed, northern Iran. The dataset covers a continuous 30-year period from the water year 1368 to 1398 

(1989–2019). Missing values in the monthly time series were reconstructed using linear regression and inverse 

distance weighting (IDW). Homogeneity of the series was verified using the Run Test at a 95% confidence 

level, while long-term persistence was confirmed by Hurst exponent values greater than 0.5, indicating the 

suitability of the data for time-series forecasting. 

Four models were employed and compared: 

Two classical approaches: ARIMA (for non-seasonal patterns) and SARIMA (for seasonal patterns) 

Two advanced machine learning models: Extreme Learning Machine (ELM) and XGBoost 

All models were developed using lagged monthly streamflow yield values (1 to 4 previous months) as 

predictors. Performance was assessed using Root Mean Square Error (RMSE), Mean Absolute Error (MAE), 

Nash–Sutcliffe Efficiency (NSE), and Pearson correlation coefficient (R). The dataset was divided into 80% 

training and 20% testing subsets, and k-fold cross-validation was applied to ensure model robustness and 

prevent overfitting. Stationarity was examined using the Augmented Dickey–Fuller test, and differencing was 

applied where necessary. All analyses and modeling were performed in R using the packages forecast, xgboost, 

elmNNRcpp, and hydroGOF. 

Results and Discussion 

The performance of the four models was systematically evaluated across the five stations using the 

monthly mean discharge time series. The classical ARIMA and SARIMA models provided reasonable results 

for relatively smooth series but exhibited clear limitations in representing sharp peaks and strong nonlinearity 

typically observed in monthly streamflow yield data. In contrast, the machine learning models consistently 

outperformed the statistical models at all stations. 

Among all tested configurations, XGBoost achieved the highest accuracy. At Joestan station, using four 

lagged months as inputs, XGBoost yielded an NSE of 0.978 in the training period and 0.961 in the testing 

period. Increasing the number of lagged inputs from one to four months systematically improved forecasting 

accuracy; for XGBoost, the NSE in the testing phase increased from 0.940 to 0.960 (a 2.1% improvement), 

while RMSE decreased from 0.16 to 0.15 m³/s (a 6.2% reduction). 

The Extreme Learning Machine (ELM) also performed strongly and offered considerably faster training 

times, making it a practical alternative under computational constraints. Overall, XGBoost proved to be the 

most robust and accurate model for monthly streamflow yield forecasting in the Taleghan watershed, 

demonstrating excellent generalization and stability. 

Conclusion 

The results strongly recommend the adoption of XGBoost as the preferred tool for operational monthly 

streamflow yield forecasting in semi-arid basins similar to Taleghan. ELM serves as an efficient high-speed 

alternative, whereas traditional ARIMA and SARIMA models remain suitable only for preliminary analyses 

of less complex monthly streamflow yield series. This study confirms the superior capability of advanced 
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machine learning techniques in monthly streamflow yield time-series forecasting and provides a solid 

foundation for their operational implementation in water resources management in Iran. 
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  های کلیدی:واژه

 ، انیجر یآبده ینیبشیپ

 ، ARIMAمدل 

 ، ELMمدل 

 ، SARIMAمدل 

 .XGBoostمدل 

 

و  یسازدر مدل XGBoostو  ARIMA ،SARIMA ،ELM یها¬عملکرد مدل سهیپژوهش با هدف مقا نیا
متوسط ماهانه  یدب یزمان یهایها شامل سرطالقان انجام شد. داده زیماهانه در حوزه آبخ انیجر یآبده ینیبشیپ

از  یساله آب یدر دوره س جوستان زانیده و علشامل جوستان، مهران جوستان، دهدر، گته یدرومتریه ستگاهیپنج ا
شدند و  میتقس آزمون ٪20 و آموزش ٪80ها به نسبت بود. داده 1398 یتا اواخر سال آب 1368 یسال آب یابتدا
ها با . عملکرد مدلدندیگرد یابیو ارز دهیماه گذشته آموزش د 4تا  1مختلف شامل  یورود بیها با چهار ترکمدل

شد.  دهیسنج یهمبستگ بیو ضر فیساتکلنش بیضر ن،یانگیمطلق م یخطا، خطا اتمربع نیانگیم شهیر یارهایمع
 ترقیدق یبه طور قابل توجه نیماش یریادگی یهاجوستان مدل ستگاهیدر ا ژهیو به و هاستگاهینشان داد در اکثر ا جینتا

در  961/0و  وزشدر مجموعه آم978/0 فیساتکلنش بیبا ضر XGBoostعمل کردند. مدل  کیکلاس یهااز مدل
دقت  یورود یهاماه شیعملکرد را داشت. افزا نیچهار بهتر بیجوستان با ترک ستگاهیا یمجموعه آزمون برا

دقت مدل  4به  1 از یگذشته به عنوان ورود یهاتعداد ماه شی. به عنوان مثال با افزادیرا بهبود بخش ینیبشیپ
XGBoost  یدرصد 2/6و کاهش  96/0به  94/0از  فیساتکلنش بیضر یدرصد 2.1در مرحله آزمون با بهبود 

 یابزار نیماش یریادگی یها. استفاده از مدلافتیارتقا  یبه طور معنادار 15/0به  16/0مربعات خطا از  نیانگیم شهیر
 یهابر توسعه مدل تواندیم یآت قاتیمنابع آب است. تحق تیریو مد انیجر یآبده ینیبشیپ ،یسازمدل یمؤثر برا

 متمرکز شود. یمیاقل یهاو ادغام داده یبیترک
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 دمه مق
 (Moradian et al., 2024) شوار استدهیدرولوژیکی -های هواشناسیقطعیت دلیل عدم به انیجر یبینی دقیق آبدهسازی و پیشمدل
 دانش و هاداده به مفهومی هایمدل شوند؛می تقسیم آماری هایمدل و مفهومی هایمدلبه دو دسته  آبدهی جریانبینی های پیشروش

 از آبدهی جریان سازیمدل(. 1393 مکاران،ه و سیدیان) تر هستندپرکاربرد سادگی، دلیل به آماری هایمدل بنابراین دارند، نیاز گسترده
 اضطراری واکنش ریزیبرنامه ت،خسار کاهش ریسک، ارزیابی دقیق، بینیپیش هیدرولیکی، و هیدرولوژیکی فرآیندهای سازیشبیه طریق

 ). ,.2023Kumar, Sharma, et al(سازد می ممکن را خطر معرض در مناطق بندیپهنه و
با  آبدهی جریانسازی مدل .ها بستگی داردبه کیفیت و در دسترس بودن داده آبدهی جریانهای دقت و قابلیت اطمینان مدل

های مشاهداتی، ترسی به دادهسازی و تعامل انسان و آب مواجه است. کمبود و عدم دسای، فرآیندی، مدلهای متعددی در ابعاد دادهچالش
آبدهی سازی ابراین، پیشرفت در مدلای هستند. بنترین موانع دادهنی، از مهمها، نبود اطلاعات کافی درباره تأثیرات انساکیفیت پایین داده

فزایش تعامل میان پژوهشگران، های ترکیبی و اها، توسعه مدلبعدی است که همزمان به بهبود دسترسی به دادهنیازمند رویکردی چند جریان
 ,Burnner et al., 2021; Kumar) داد آن ارائه از های ناشیری به ریسکهای مؤثرتمدیران و جامعه توجه داشته باشد تا بتوان پاسخ

Sharma et al., 2023)  
های نوین یادگیری ماشین و هوش مصنوعی به یک روند های آماری سنتی و روشهای اخیر، رویکرد ترکیبی استفاده از مدلدر سال
های آماری اند که مدلهای گسترده پژوهشی نشان دادهتبدیل شده است. تجربه هیدرولوژیکی،های بینی پدیدهسازی و پیشجهانی در مدل

خطی های ساده مؤثر هستند، اما برای روابط غیرهای خطی و الگوهای سری زمانی در شناسایی روندو دیگر مدل 1ARIMAمانند رگرسیون،
(، RNN)2های عصبی بازگشتی های یادگیری ماشین مانند شبکه. از سوی دیگر، مدلهای متغیر زمانی کارایی کافی ندارندپیچیده و داده

های خطی و ویژگیهای غیرهای پیشرفته، توانایی شناسایی الگو(، و سایر الگوریتمLSTM)3کوتاه مدت -دار بلندهای عصبی حافظهشبکه
 .های هیدرولوژیکی را به طرز قابل توجهی دارندپنهان در داده

رد. این مشکلات عمدتاً وجود دا آبدهی جریانبینی های هیدرولوژیکی برای پیشتوجهی در زمینه داده های قابلدر ایران، چالش
فقدان تجهیزات مدرن و  ساختی مانند های زیرها و محدودیتسازگاری و پراکندگی دادهکیفیت، نا مدت و باهای بلندشامل کمبود داده

دکار، کیفیت و پوشش کافی برای پایش خوهای ناساخت های نظارتی است. کمبود نیروی انسانی متخصص و زیرف ایستگاهنگهداری ضعی
ها را شود که قابلیت اعتماد به دادههای ناقص، پرت و پر از نویز میشدت محدود کرده است. این مسائل منجر به وجود داده ها را بهداده

بخشی مدیریت منابع  های علمی و اثرها مستقیماً بر دقت پژوهشهای ناشی از آنها و عدم قطعیتمشکلات کیفیت دادهدهد. کاهش می
های داده جدید و وسعه پایگاهآوری داده، تهای جمعها، نیاز به اصلاح روشگذارد. برای رفع این چالشتأثیر می مخاطراتآب و پاسخ به 

  (Yu, et al., 2025) ای نظارتی استهساخت بهبود زیر
گیری مدل به زبانی قابل فهم برای انسان است. این ویژگی در تفسیرپذیری در یادگیری ماشین به معنای توانایی توضیح و تصمیم

ست. تی ادلیل افزایش اعتماد، شفافیت، امکان بررسی صحت مدل و رعایت الزامات اخلاقی و قانونی بسیار حیابه کاربردهای حساس
دلیل ساختار ساده و روابط شفاف، تفسیرپذیری بسیار بالایی دارند و های آماری سنتی مانند رگرسیون خطی و درخت تصمیم بهمدل

های پیچیده یادگیری های عصبی عمیق و مدلتوانند تأثیر هر متغیر و مسیر تصمیم را ببینند. در مقابل، شبکهراحتی میگیرندگان بهتصمیم
هایشان دشوار است. به همین دلیل، در بسیاری از کاربردهای بینیکنند و توضیح دقیق دلیل پیشمعمولاً مانند جعبه سیاه عمل می ماشین

  (Doshi-Velez & Kim, 2017).شوندخاطر تفسیرپذیری بالا همچنان ترجیح داده میهای سنتی بهعملی و حساس، مدل
 های مشاهدهکه به جای تکیه بر اصول و معادلات فیزیکی، بر پایه تحلیل و استفاده از دادهرویکردی است  4محورسازی دادهمدل

بینی ها، امکان پیشها با استخراج الگوها و روابط موجود در دادهها بنا شده است. این نوع مدلبینی رفتار سیستمشده برای شناخت و پیش
های فیزیکی آنها دشوار است، بسیار مفید هستند. های پیچیده که شناخت کامل فرآیندبرای سیستمکنند و متغیرهای مورد نظر را فراهم می

باشند که های تکاملی میهای بردار پشتیبان و الگوریتمهای عصبی، ماشینهایی همچون شبکهمحور اغلب شامل تکنیک های دادهمدل

                                                                                                                                                                                
1 AutoRegressive Integrated Moving Average 

2 Recurrent Neural Network 

3 Long Short-Term Memory 

4 Data-Driven Modeling 
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ها، عدم نیاز به دانش عمیق فیزیکی و قابلیت کاربرد در شرایط دارند. مزیت اصلی این مدلخطی و پیچیده را سازی روابط غیرتوانایی مدل
 . (Elshorbagy, et al., 2010) ها نیز دارندبودن و وابستگی شدید به کیفیت داده جعبه سیاههایی مانند ای است، اما چالشمتنوع داده

و شبکه  ARMA ،ARIMA هایمدل سهیماهانه مخزن سد دز با مقا یورود بینیپیش(، به 1391و همکاران ) پورولی یدر پژوهش
 زیدر حوزه آبخ 1339-1386سال از  44تله زنگ  یدرومتریه ستگاهیماهانه ا یدب هایدادهپرداختند و از  ونیخودرگرس یمصنوع یعصب

نشان داد  جینمودند. نتا یابیارز ینسب یو خطا RMSE ،MBE یارهامعی با را هامدلاستفاده کردند و  رانیسد دز واقع در جنوب غرب ا
در  کند،میساله را فراهم  5 بینیپیش تیقابل نه،یعنوان مدل بهپنهان به  هینورون در لا 17و  دیگموئیس تیبا تابع فعال ایپو یشبکه عصب

 یدب بینیپیشبه  یقی( در تحق1400و همکاران ) احمدیعلی. بود ترمناسبماهه  12 بینیپیش یبرا ARIMA( 4،1،1) که مدل یحال
 یزمان یسر هایمدلبا استفاده از  رانیو بلوچستان ا ستانیدر استان س رمندیه زیان در حوزه آبخیو پر ستانیس هایرودخانهماهانه 

SARIMA  .یدیخورش 1379-1397ساله از  18دوره  یط ایمنطقهماهانه از سازمان آب  انیرج یمورد استفاده، دب هایدادهپرداختند 
 و ستانیرودخانه س یبرا  SARIMA(1،1،1( )2،1،0( نشان داد )SBC) نیزی( و شوارتز بAIC) کیآکائ یارهامعی با هامدل یابیبود. ارز

(1،1،1( )1،1،1) SARIMAمعنادار  یاز روند کاهش یاکح جنتای. اندبوده هامدل ترینبهینه ارهایمع ریمقاد نیان با کمتریرودخانه پر یبرا
با استفاده از سه مدل  یماهانه رودخانه بوزائو در رومان یدب بینیپیشبه  ایمطالعه( در 2024در هر دو رودخانه بود. باربولسکو و ژن ) یدب

ساله  56آب در بازه  یماهانه دب یزمان هایسری شامل ستفادهمورد ا هایداده( پرداختند. BPNNو  LSTM ،ELM)  یادگیری ماشین

( و پس از S1 ،1955–1983) رویاز احداث سد س شی(، پSشد: کل دوره ) میدوره تقس ری( بود که به سه ز2010تا دسامبر  1955 هی)ژانو

 LSTMو  S2 یمطلق برا یخطا نیکمتربا  ELMنشان داد  R²و  MAE ،MSE هایمعیار با هامدل یابی(. ارزS2 ،1984–2010آن )
 رودخانه شد. انیجر میمعنادار رژ رییکه احداث سد منجر به تغعملکرد را دارند، ضمن آن نیبهتر S2 یبرا نییتع بیضر نیتربا بالا

( با SARIMAو  ARIMA) نزیجنک-باکس یزمان یسر کیکلاس یهاو جامع مدل کیستماتیس سهیپژوهش در مقا نیا ینوآور
طالقان نهفته است.  زیدر حوزه آبخآبدهی جریان ماهانه  ینیبشیو پ یسازمدل یبرا (ELMو  XGBoost)های یادگیری ماشین الگوریتم

ها را در چهار مدل نیبار عملکرد ا نینخست یبرا قیتحق نیاند، اتمرکز داشته هاکردیرو نیاز ا یکیبر  غلبکه ا نیشیبرخلاف مطالعات پ
از  یریگبا بهره ،یادگیری ماشین یهاکه مدل دهدیکرده و نشان م یابیماه گذشته( ارز 4تا  1 یهامتفاوت )استفاده از داده یورود بیترک
پژوهش حاضر آشکار  ن،ی. علاوه بر ادهندیم شیرا افزا ینیبشیدقت پ یبالا، به طور معنادار یریپذقو انطبا یخطریغ یریادگی یهاتیقابل

 یرا برا هاکردیرو نیا نهیبه بیو امکان ترک بخشدیها را بهبود ممدل ییکارا ،یشته به عنوان ورودگذ یهاتعداد ماه شیکه افزا سازدیم
 ینیبشیمرتبط با پ اتیها نه تنها شکاف موجود در ادبدستاورد نی. اکندیم شنهادیو خشک پ یانمنابع آب در مناطق کوهست داریپا تیریمد

 .دهندیارائه م یطیمح یهایگذاراستیس یبرا یعمل یبلکه ابزارها کنند،یرا پر م یکیدرولوژیمحدود ه یهاداده طیدر شرا انیجر یآبده

 شناسی پژوهشروش

 منطقه مورد مطالعه

 های جنوبیآبخیز طالقان در دامنهدهد. حوزه های استفاده شده در این پژوهش را نمایش میورد مطالعه و توزیع ایستگاهمنطقه م 1شکل 
شود. این رود شناخته میآبخیز سفید حوزه مهم هایضهحو غرب شهر کرج قرار گرفته و به عنوان یکی از زیر کوه البرز و در شمال رشته

 50های جغرافیایی ثانیه شمالی و طول 23دقیقه و  5درجه و  36ثانیه تا  48دقیقه و  20درجه و  36های جغرافیایی ه، بین عرضضحو
کیلومتر مربع است  1243حدودا  آبخیز حوزه مساحت ثانیه شرقی واقع شده است. 7دقیقه و  11درجه و  51ثانیه تا  35دقیقه و  39درجه و 

کیلومتر است. این شهرستان از دو بخش، چهار دهستان  120غرب تهران  کیلومتر و تا شمال 105و فاصله آن تا مرکز استان البرز )کرج( 
ای تا مرطوب بوده و ارتفاع آن از بندی دومارتن، از نوع مدیترانهاقلیم این منطقه بر اساس طبقه تشکیل شده است.و هفتاد و پنج روستا 

ترین گیرد، به عنوان مهمچشمه میهای کندوان و کهار بزرگ سرمتر متغیر است. رودخانه طالقان، که از کوه 4125تا  1260سطح دریا بین 
درصد از مساحت شهرستان در زمره  63های منتهی به سد طالقان، شود. به دلیل وجود ارتفاعات و شیبشناخته میرودخانه این شهرستان 

 .(1399)ابراهیمی و همکاران،  کنداراضی حفاظتی قرار دارد و نقش مهمی در تأمین آب منطقه ایفا می
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 مورد مطالعه یهاستگاهیمنطقه و ا - 1شکل 

 

سال  یتا انتها 1368 یسال آب یاز ابتدا آبی ساله 30دوره  یط ی دبی متوسط ماهانهزمان هایسریمورد استفاده شامل  هایداده
 کهطالقان است  زیجوستان و مهران جوستان( واقع در حوزه آبخ زانعلی جوستان، ده،)دهدر، گته یدرومتریه ستگاهیو از پنج ا 1398 یآب
به  4استفاده فقط از داده ماه قبل تا  یبه معن 1مختلف ) یورود بیمورد استفاده قرار گرفت و در چهار ترک مدل یورود هایداده عنوان به

های در این پژوهش از داده .اندشده سازیمدل 80:20چهار ماه گذشته( و دو دسته داده آموزش و آزمون با نسبت  هایدادهاستفاده از  یمعن
های توزیع دبی در پنج ایستگاه هیدرومتری هیستوگرام 2ها و شکل مشخصات این ایستگاه 1که جدول  دبی متوسط ماهانه استفاده گردید

 دهند.را نشان می

 
 مورد مطالعه ستگاهیدر پنج ا یدب عیتوز یهاستوگرامیه - 2شکل 
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 مورد مطالعه یهاستگاهیمشخصات ا - 1جدول 

 شماره

 ردیف

دریا  ارتفاع از سطح نام ایستگاه کد ایستگاه

 )متر(

 نام رودخانه میانگین انحراف معیار

 شاهرود 858/1 834/1 2353 دهگته 17050 1
 دهدر 586/1 515/1 2268 دهدر 17874 2
 شاهرود 884/1 861/1 2049 مهران جوستان 17965 3
 شاهرود 323/2 009/2 1979 جوستان 17966 4
 شاهرود 655/7 522/8 1953 علیزان جوستان 17934 5

 

 (ARIMA) 1مدل میانگین متحرک خود همبسته یکپارچه
کاربرد برای تحلیل میلادی توسط باکس و جنکینز معرفی شد. این مدل یک روش آماری پر 1970برای اولین بار در سال  ARIMAمدل 

رگرسیونی ، خود(MA) 3متحرکمیانگین (، AR) 2رگرسیونیتواند به صورت خودمی های زمانی غیر ایستا است. این مدلبینی سریو پیش
که  تعریف شود p.d,q(  ARIMA (صورت این بهو  (ARIMA) رگرسیونی میانگین متحرک تلفیقییا خود( ARMA) 4میانگین متحرک

  کمیانگین متحر ونرگرسیخودمرتبه  دهندهنشان p.q میانگین متحرک،مرتبه  دهندهنشان q ،رگرسیونیخودمرتبه دهنده نشان P در آن

(Chattopadhyay., 2010) و d ی استزمان یساکن کردن سر یلازم برا یریگتعداد دفعات تفاضل. 

 (SARIMA) 5مدل میانگین متحرک خود همبسته یکپارچه فصلی
ویژه  شود، بهیهای سری زمانی استفاده مبینی دادهطور گسترده برای پیش شده است که به یک روش آماری شناخته SARIMA مدل

ساخته شده، اما  ARIMAدهند. این مدل بر اساس مفاهیم اصلی مدل ای مشخصی را نشان میها الگوهای فصلی یا چرخهزمانی که داده
 (. 2024Panicker et al ,.) کندسازی میهای فصلی خاص را شبیهشونده در دورههای فصلی که نوسانات و الگوهای تکراربا افزودن مولفه

 (XGBoost) 6گرادیانحدی مدل بهینه سازی 
 یمبتن تمیالگوراین . باشدمی Gradient Boosting ای از رویکردو زیر شاخه شد یمعرف Guestrinو  Chen توسط 2016روش در سال این 
 بیآموزش ترک یهایتراتژاس قیاز طر یقو رندهیگادی کی جادیا یرا برا فیضع رندگانیگادی یهاینیبشیاست که تمام پ تیتقو دهیبر ا

کاهش  یبرا دیجد تمیلگورکه هر ا یبه طور سازد،یرا م هاتمیاز الگور یبیترک یاست که به صورت متوال یکیتکن نگیبوستو  کندیم
هدف  باشدمی رودخانه( انیجر ینیبشی)مانند پ یدرولوژیها در مسائل همدل نیترکاربرداز پر یکو ی .شودیم یطراح یقبل تمیالگور یخطا

XGBoost با  و مقابله دهیچیپ یهاداده تیریمد یبراو  است یمنابع محاسبات یسازنهیبه نیاز حد و همچن شیب قیاز تطب یریجلوگ
دست  هتوابع هدف ب یسازامر با ساده نیا .(Kumar, kedam et al., 2023) شده است یدشوار طراح یهانمونه ینیبشیپ یهاخطا

محاسبات  ن،ی. همچنکندیظ مرا حف نهیبه یاما سرعت محاسبات کند،یرا فراهم م یسازو منظم ینیبشیپ طیشرا بیکه امکان ترک دیآیم
 برازش یورود یهاداده یل فضااول، ابتدا به ک رندهیگادی. شودیاجرا م XGBoost توابع در یطور خودکار در مرحله آموزش برا به یمواز

 ینیبشیمدل از مجموع پ یینها ینیبشیپتوافق برآورده شود.  اریکه مع یتا زمان شودیچند بار تکرار م یبرازش برا ندیفرا نی. اشودیداده م
  (Chen & Guestrin, 2016; Szczepanek, 2022) دیآیبه دست م رندهیگ ادیهر 

 (ELM) 7مدل ماشین یادگیری حدی

 هیلا کیبا  8ی پیش خورعصب یهاشبکه یبرا دیجد ی ماشینریادگی تمیالگور کیبه عنوان  ) ,.2004Huang et al( توسط این مدل

                                                                                                                                                                                
1 Autoregressive Integrated Moving Average 

2 AutoRegressive 

3 Moving Average 

4 AutoRegressive Moving Average 

5 Seasonal Autoregressive Integrated Moving Average 

6 Extreme Gradient Boosting 

7 Extreme Learning Machine 

8 Feedforward: Feedforward Neural Networks 
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 یخروج یهاانتخاب و وزن یرا به صورت تصادف یورود یهاارائه شد که وزن در کنفرانس بین المللی هوش مصنوعی (SLFNs)1 پنهان

 یهاتمیدر الگور یریادگی یحل مشکل کنداین مدل . هدف کندیمحاسبه م پنروز-مور افتهی میبا استفاده از معکوس تعم یلیرا به صورت تحل
 یتصادف یهابا نورون عیسر یریادگی یمعمار کی Jia et al., 2004Huang et al., (  .ELM ;2024(باشدمی 2انتشارمانند پس یسنت

 یخطری( و غلابی)مانند س یناگهان راتییبا تغ یزمان یهایسر یبراو  (Van Thieu et al., 2024) ندارد یدست میبه تنظ ازیاست که ن
  .  (Barbulescu & Zhen, 2024)مناسب است

 ینیبشیپ یهامدل

قرار گرفتند. سپس، با  شیمورد مطالعه و آزماو دو مدل سنتی  شرفتهیمدل پ دو آبدهی جریان ماهانه حوضه،رفتار  لیو تحل بینیپیش یبرا
گذشته به عنوان عامل  یهاتعداد ماه ند،یفرآ نیانتخاب شد. در ا ینیبشیهر پ یمدل برا نیتردقت، مناسب یابیارز یهااستفاده از شاخص

با  یدب یزمان یبر سر هیبا تک یماه بعد یبرا متوسط ماهانه یدب ینیبشیاول، پ رابطهدر نظر گرفته شد. در  یماه آت ینیبشیپ یبرا یاصل

𝑡)برآورد در زمان  یصورت که برا نیبه ا ،انجام شد ریماه تأخ کی + دوم،  رابطه. در دیاستفاده گرد (𝑡)در زمان  ی، از مقدار دب(1
ر گرفتن سوم و چهارم با در نظ هایرابطه ب،یترت نیصورت گرفت و به هم نیشیتا دو ماه پ یدب یهابر اساس داده یماه آت ینیبشیپ

پژوهش مورد استفاده قرار گرفتند و به  نیهر چهار مدل استفاده شده در ا یبرا 4تا  1 یهارفتند رابطه شیها تا سه و چهار ماه قبل پداده
را نشان  یندهماه آ ینیبشیدر پ نیشیپ یهاماه نشیگز یرفته برا کار به یهاچارچوب 3شکل شوند. یم هیارا یلیتکم حاتیعنوان توض

 است. ELMو  ARIMA، SARIMA، XGBoost شامل قیتحق نیرفته در ا کار بههای مدل. دهدیم
 𝑄(𝑡+1) =f (𝑄(𝑡)) (1رابطه 
.𝑄(𝑡+1) =f (𝑄(𝑡) (2رابطه  𝑄(𝑡−1)) 
.𝑄(𝑡+1) =f (𝑄(𝑡) (3رابطه  𝑄(𝑡−1). 𝑄(𝑡−2) 
.𝑄(𝑡+1) =f (𝑄(𝑡) (4رابطه  𝑄(𝑡−1). 𝑄(𝑡−2). 𝑄(𝑡−3)) 

 

 
 حداکثر ماهانه یدب ینیبشیپ یکار رفته برابه  هایچارچوب – 3شکل 

 

 معیارهای ارزیابی مدل

که هر کدام جنبه خاصی از دقت یا عملکرد مدل را  گردیدها از چهار معیار اصلی استفاده ارزیابی مدل مقایسه نتایج و برایدر این پژوهش 
  ند.سنجنمی

(RMSE )مقدار دهدیرا نشان م یشده و واقع ینیبشیمقدار پ نیب یمربع یهاخطا دارشهیر نیانگیمربعات خطا: م نیانگیم شهیر .
 شود.محاسبه می 5و این معیار با رابطه  تر مدل استدقت بالا یکمتر به معن
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1 SLFNs: Single Layer Feedforward Neural Networks 

2 Backpropagation 
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بینی میانگین مقادیر پیش f، امi مقادیر مشاهداتی در گام زمانی io م،اi زمانیبینی شده در گام مقادیر پیش if، 8تا  5در روابط 
 باشد.میانگین مقادیر مشاهداتی می o ها وتعداد داده n، شده

(MAE )است. عدد کوچکتر نشان دهنده  یشده و واقع ینیبشیپ ریمقاد نیقدر مطلق اختلاف ب نیانگیمطلق خطا: مقدر  نیانگیم
 شود.محاسبه می 6و با رابطه  کمتر و مدل بهتر است یخطا

(NSشاخص کارایی نش )تینهایب یمنف نیب تواندیاست که عدد آن م ینیبشیپ یهامدل ییسنجش کارا یبرا یاریمع :ساتکلیف 
 شود.محاسبه می 7و با رابطه  دارد یخوب اریمدل عملکرد بس دهدینشان م 1به  کیباشد. عدد نزد 1و 
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(R )دهد. مقدار این ضریب در بین دو متغیر کمی را نشان میمعیاری آماری است که شدت و جهت رابطه خطی : ضریب همبستگی
دهنده  نشان -1دهنده همبستگی مثبت کامل )رابطه مستقیم قوی(، عدد نزدیک به  نشان 1[ قرار دارد. عدد نزدیک به -1. 1بازه ]

وجود ندارد. در ارزیابی همبستگی منفی کامل )رابطه معکوس قوی( و عدد صفر بدین معنی است که هیچ رابطه خطی بین دو متغیر 
های واقعی است. مقدار بینی شده بیانگر میزان تطابق خطی مدل با دادهبینی، ضریب همبستگی بین مقادیر واقعی و پیشهای پیشمدل

 شود.ضریب همبستگی محاسبه می 8با کمک رابطه  تر مدل است.بیشتر این ضریب بیانگر کیفیت و دقت بالا
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 نتایج
اعتماد  تیدقت، قابل نیاست که به منظور تضم یکیدرولوژیه یهاداده لیتحل ندیدر فرآ یدیو کل نیادیاز مراحل بن یکیها داده یسازآماده

 جیو نتا ینیبشیپ یهابر عملکرد مدل یمیمستق ریتأث یورود یهاداده تیفی. کشودیانجام م یسازو مدل یآمار یهالیتحل ییو کارا
 یسازها و آمادهداده تیفیک یارتقا برای شدند. یآورجمع رانیمنابع آب ا تیریخام از شرکت مد یهامطالعه، داده نیدارد. در ا شپژوه یینها
مورد  یهاستگاهیا یزمان یسر لیموجود و تکمنا ریمقاد بازسازیمنظور  به با دقت اجرا شدند: ریمراحل ز ،یبعد یهالیتحل یها براآن

آمار  تیفیو نظارت بر ک یابیمعکوس فاصله. پس از ارز یدهو روش وزن یخط ونیبهره گرفته شد: رگرس شرفتهیپ کردیاز دو رو ،یبررس
ها در بودن داده یشد و تصادف دهیسنج Run Testآزمون  یریکارگ ها با بهداده یکنواختی ،یآمار یهاطرف کردن کمبود و بر هاستگاهیا

ضرایب هرست  2با توجه به جدول  هرست استفاده شد. بیاز ضر ،یدوره آمار تیکفا یابیارز یبرا د.یگرد دییدرصد تأ 95 نانیسطح اطم

پنج  برای( 1369–1398ساله ) 30 یدر دوره آمارمتوسط ماهانه  یدب یهانشان داد که دادهبرای پنج ایستگاه هیدرومتری مورد مطالعه 
 یلازم برا تیو کفا یمدت قو حافظه بلند ی، دارا7/0عمدتاً بالاتر از  ریو مقاد 75/0 دهرست حدو بیضر نیانگیبا م ،یدرومتریه ستگاهیا

 هستند. یکیدرولوژیه یهالیتحل
 

 مورد مطالعه یدرومتریه ستگاهیپنج ا یهرست برا بیضرا - 2جدول 

ماهانهدبی جریان  (k) نام ایستگاه  

(17966) جوستان  81/0  

(17965) مهران جوستان  66/0  

(17934) جوستان زانیعل  74/0  

(17050)دهگته  83/0  
(17874) دهدر  75/0  

 ییستایا یابیارز یاست. برا یها ضروراز داده یمقدمات یفیتوص لیانجام تحل ،یزمان یهایسر ینیبشیپ ای یسازمدل شروعاز  قبل
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 باشد.قابل مشاهده می 3( که نتایج آن در جدول 2005، 1)کاکرین استفاده شد Fuller-Dickeyاز آزمون  یآموزش یهاداده ییستااینا ای
 

 Dickey-Fuller آزمون – 3جدول 
 P – Value نام ایستگاه

(17966) جوستان  013/0  
(17965) مهران جوستان  022/0  

(17934) جوستان زانیعل  016/0  
(17050)ده گته  011/0  

(17874) دهدر  037/0  

را مورد  یزمان یبودن سر ستاایآزمون نا نی( اH₀شد. فرض صفر ) نییتع 05/0کمتر از  p-value یدارآزمون، سطح معنا نیدر ا
 .ستندین ستایانامورد مطالعه  یهاستگاهیاز ا کدامچیآزمون نشان داد که ه نیا جینتا. دهدیقرار م یبررس

 .شده است هیارا 4در جدول  نزیباکس جنک یهامشخصات مدل
 

نزیباکس جنک یهامدل یهامشخصات پارامتر - 4جدول   

شماره 

 ایستگاه
  1   2   1   2 

𝑄 𝜆 2 

 
بهینهمدل  مدل بهینه  

17050 4039/0  2134/0  3403/0  3812/0  12/3  13 (1،0،4) ARIMA  )3،2،0()1،0،2(12SARIMA 

17874 4256/0  2217/0  3278/0  3912/0  73/2  11 (3،1،5)  ARIMA )1،0،3()1،0،1(12 SARIMA 
17965 4738/0  2039/0  2781/0  4123/0  32/4  12 (2،0،0)  ARIMA )2،3،2()3،2،0(12 SARIMA 
17966 5124/0  2463/0  3941/0  4318/0  12/3  14 (3،1،1)  ARIMA )1،3،3()2،0،3(12 SARIMA 
17934 5091/0  2566/0  3641/0  3964/0  96/2  19 (0،3،3)  ARIMA )3،3،0()3،0،2(12 SARIMA 

 نمایش داده شده است. 4نمودار سری زمانی پنج ایستگاه هیدرومتری در شکل  

 
یدرومتریه یهاستگاهیا یزمان ینمودار سر - 4شکل   

دهد. را نمایش می ARIMAبینی آبدهی جریان ماهانه حوضه با مدل سازی و پیشهای ورودی جهت مدلنتایج آماری داده 5جدول 

                                                                                                                                                                                
1 Cochrane 
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آبدهی  یسازمتوسط تا خوب در مدل ییدهنده توانا نشان هاستگاهیمتحرک در تمام ا نیانگیم کپارچهی ونیرگرسمدل خود یکل عملکرد
قابل  جهیطالقان، نت زیدر حوزه آبخ یکیدرولوژیه یهانوسان دادهو پر یفصل ،یخطریغ عتیاست، که با توجه به طب ن ماهانه حوضهجریا
چهار ماه گذشته استفاده  یهاکه از داده 4 بیساتکلیف در ترکنش بیضر نیانگی. در مجموعه داده آموزش، مشودیمحسوب م یقبول

 نیب NSخوب و  اربسی مدل دهنده نشان 0٫75بزرگتر از  NS ساتکلیفاستاندارد نش بندیطبقه اساس بر که است، 0٫752برابر با  کندیم
درصد از  75که مدل حدود  دهدیاست و نشان م یآموزش یهاداده اتناسب مناسب مدل ب انگری، بشودیم تلقی خوب مدل 0٫75 تا 0٫65

 نیانگیمربعات خطا و م نیانگیم شهیبا نوسانات بالا ارزشمند است. ر یزمان یهایسر یمقدار برا نیکه ا دهد،یم حیها را توضداده انسیوار
مطلق  نیانگیمتر مکعب بر ثانیه و م 1٫338مربعات خطا  نیانگیم شهیر نیانگی)م درا دارن ریمقاد نیترنییپا بیترک نیدر ا زیمطلق خطا ن

بزرگ را  یهامربعات خطا خطا نیانگیم شهیر رایدر فاز آموزش است، ز ینیبشیپ یدقت بالا انگریمتر مکعب بر ثانیه(، که ب 1٫252خطا 
 شتریب یکیدهنده نزد هر دو نشان نییپا ریو مقاد کندیم یریگمطلق خطا انحراف متوسط را اندازه نیانگیو م کندیمجازات م شتریب
 کند،یم دییرا تأ یقو یخط همبستگی که دارد، قرار 0٫713 تا 0٫707در محدوده  زین یهمبستگ بیاست. ضر یواقع ریبه مقاد هاینیبشیپ

 نیانگیم کپارچهی ونیرگرسخود مدلها باشد، که بودن در داده یفصل ای یخطریغ یوجود الگوها لیبه دل تواندمی آن بودن 0٫8اما کمتر از 
 ابدییکاهش م یعملکرد مدل کم 1به  4گذشته از  یهاها را کامل پوشش ندهد. با کاهش تعداد دادهممکن است آن ییمتحرک به تنها

 تیحساس انگریو ب دهدیرا نشان م یدرصد 3که کاهش حدود  رسد،می 0٫729 نیانگیبه م 1 بیساتکلیف در ترکنش بیمثال ضر یبرا
 شیمدت را کمتر پوشش دهد و منجر به افزا بلند یگذشته کمتر ممکن است الگوها یهاداده رایاست، ز یمدل به حجم اطلاعات ورود

 ،0٫726برابر  4 بیساتکلیف در ترکنش بیضر نیانگیعملکرد م یاما با کاهش نسب شود،یالگو حفظ م نیخطا شود. در مجموعه آزمون ا
در  منتظره ریغ راتییتغ ای زیوجود نو لیبه دل تواندیتفاوت م نی. اددهیآموزش و آزمون را نشان م نیب یدرصد 3-5 دحدو تفاوت که

 رایطالقان است ز زیمتحرک در حوزه آبخ نیانگیم کپارچهی ونیرگرسخوب مدل خود یریپذمیتعم انگریآن ب تیآزمون باشد اما کل یهاداده
 شیکه مدل ب دهدیو نشان م شودیم یتلق یدرولوژیه اتیمدل در ادب یداریمعمولاً به عنوان نشانه پا ارهایدرصد در مع 5کاهش کمتر از 

در آموزش  1به  4 بیاز ترک NS درصدی 3٫6مانند کاهش  ارهایدر مع راتیی. محاسبه درصد تغستیآموزش وابسته ن یهااز حد به داده
 مدل است. یسازنهیبه یبرا سبمنا یورود بیانتخاب ترک تیدهنده اهم نشان

 

 ARIMAماهانه حوضه با مدل  انیجر یآبده ینیبشیو پ یسازجهت مدل یورود یهاداده یآمار جینتا - 5 جدول

شماره  ایستگاه
 ترکیب

 مجموعه داده آزمون مجوعه داده آموزش
NS RMSE MAE R NS RMSE MAE R 

 جوستان
(17966) 

4 756/0 693/2 486/2 713/0 729/0 723/2 531/2 687/0 
3 749/0 698/2 493/2 709/0 725/0 727/2 537/2 683/0 
2 741/0 703/2 497/2 707/0 717/0 731/2 544/2 681/0 
1 733/0 712/2 503/2 704/0 711/0 742/2 549/2 678/0 

مهران 
 جوستان

(17965) 

4 754/0 798/0 716/0 711/0 728/0 823/0 742/0 684/0 
3 748/0 799/0 724/0 708/0 724/0 829/0 748/0 682/0 
2 739/0 802/0 731/0 705/0 715/0 833/0 752/0 679/0 
1 731/0 813/0 739/0 703/0 707/0 837/0 754/0 675/0 

علیزان 
 جوستان

(17934) 

4 752/0 618/0 583/0 709/0 726/0 639/0 597/0 684/0 
3 746/0 623/0 586/0 706/0 722/0 642/0 599/0 681/0 
2 737/0 627/0 589/0 704/0 713/0 647/0 601/0 677/0 
1 728/0 631/0 595/0 701/0 704/0 651/0 607/0 671/0 

 دهگته
(17050) 

 

4 751/0 633/0 595/0 707/0 724/0 654/0 611/0 683/0 
3 745/0 637/0 597/0 702/0 719/0 657/0 612/0 675/0 
2 734/0 641/0 598/0 698/0 712/0 662/0 611/0 668/0 
1 727/0 642/0 603/0 696/0 702/0 665/ 614/0 663/0 

 دهدر
(17874) 

4 749/0 507/0 471/0 705/0 722/0 525/0 493/0 679/0 
3 744/0 511/0 474/0 699/0 717/0 527/0 494/0 673/0 
2 735/0 514/0 477/0 695/0 711/0 529/0 494/0 664/0 
1 726/0 519/0 481/0 693/0 701/0 531/0 499/0 661/0 

 
مدل  نیبرجسته ا ییاز توانا یطالقان، حاک زیماهانه حوضه در حوزه آبخ انیجر یآبدهی سازدر مدل SARIMAمدل  یکل عملکرد
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 یهایسر لیتحل یقدرتمند برا یآن را به ابزار یژگیو نیها است، که اموجود در داده یاو دوره یفصل یالگوها یسازو مدل ییدر شناسا
بینی آبدهی جریان سازی و پیشهای ورودی جهت مدلنتایج آماری داده 6جدول  .کندیم لیتبد یبا نوسانات فصل یکیدرولوژیه یزمان

 0٫825برابر با  4 بیساتکلیف در ترکنش بیضر نیانگیدر مجموعه داده آموزش، مدهد و را نمایش می SARIMAماهانه حوضه با مدل 
 یآموزش یهابا داده یتناسب عال انگریخوب( ب اربسی مدل دهندهنشان 0٫75بزرگتر از  NS) یکیدرولوژیه یارهامعی اساس بر که است،

 قابل یدهد، که دستاورد حیرا توض یدب یهاموجود در داده انسواری از درصد 82٫5که مدل توانسته حدود  دهدیم نشانمقدار  نیاست. ا
 0٫773 نیانگیم بیبه ترت بیترک نیدر ا زیمطلق خطا ن نیانگیمربعات خطا و م نیانگیم شهیر. تر استساده یهابا مدل سهیتوجه در مقا

بر  دیمربعات خطا با تأک نیانگیم شهی. رکنندیم دییرا تأ ینیبشیپ یهستند و دقت بالا ینییپا اریبس ریکه مقاد دهند،یرا نشان م 0٫732و 
هستند،  یواقع ریبه مقاد هاینیبشیپ یکیاز نزد یمطلق خطا با تمرکز بر انحراف متوسط، هر دو حاک نیانگیبزرگ و م یخطاها ریکاهش تأث
 یقو یخط همبستگی که دارد، قرار 0٫793 تا 0٫788در محدوده  زین یهمبستگ بیمدل در فاز آموزش است. ضر تیدهنده موفق که نشان

 ینیبشیپ قابلریغ یمیاثرات اقل ای یطیمح زینو ،یخطریوجود نوسانات غ لیبه دل تاس ممکن 0٫8کمتر از  ریداما مقا دهد،یرا نشان م
 طور کامل حذف کند. ها را بهآن تواندینم زین یمدل فصل یباشد که حت

 

 SARIMAماهانه حوضه با مدل  انیجر یآبده ینیبشیو پ یسازجهت مدل یورود یهاداده یآمار جینتا - 6جدول 

شماره  ایستگاه

 ترکیب

 مجموعه داده آزمون مجوعه داده آموزش
NS RMSE MAE R NS RMSE MAE R 

 جوستان
(17966) 

4 825/0 648/1 554/1 793/0 807/0 672/1 586/1 773/0 
3 817/0 651/1 563/1 786/0 802/0 677/1 593/1 766/0 
2 812/0 659/1 571/1 781/0 794/0 684/1 594/1 761/0 
1 806/0 663/1 573/1 774/0 786/0 687/1 599/1 753/0 

مهران 
 جوستان

(17965) 

4 824/0 498/0 463/0 793/0 805/0 506/0 484/0 772/0 
3 816/0 499/0 465/0 785/0 801/0 511/0 487/0 764/0 
2 811/0 501/0 465/0 779/0 793/0 514/0 487/0 759/0 
1 803/0 503/0 473/0 773/0 785/0 519/0 491/0 752/0 

علیزان 
 جوستان

(17934) 

4 824/0 392/0 365/0 792/0 804/0 413/0 384/0 771/0 
3 814/0 398/0 367/0 784/0 799/0 417/0 387/0 762/0 
2 809/0 401/0 369/0 777/0 791/0 421/0 388/0 758/0 
1 802/0 403/0 371/0 772/0 781/0 424/0 393/0 751/0 

 دهگته
(17050) 

 

4 823/0 404/0 372/0 791/0 803/0 427/0 393/0 768/0 
3 812/0 407/0 376/0 783/0 794/0 431/0 394/0 761/0 
2 807/0 409/0 379/0 774/0 789/0 433/0 397/0 756/0 
1 801/0 411/0 382/0 771/0 778/0 435/0 399/0 748/0 

 دهدر
(17874) 

4 818/0 324/0 309/0 788/0 803/0 337/0 317/0 765/0 

3 811/0 327/0 311/0 782/0 793/0 339/0 318/0 759/0 

2 805/0 329/0 314/0 772/0 788/0 341/0 318/0 755/0 

1 794/0 331/0 316/0 768/0 775/0 343/0 324/0 744/0 

 
 1 بیساتکلیف در ترکنش بیضر نیانگیم ،ابدییکاهش م یطور ملموس ، عملکرد مدل به1به  4گذشته از  یهاکاهش تعداد داده با

گذشته  یهاتر از دورهمدل به اطلاعات گسترده یقو یوابستگ انگریو ب دهدیرا نشان م درصدی 2٫7که کاهش حدود  رسد،می 0٫803به 
مانند  یادر منطقه ژهیو به تر باشدمحدود یهابا داده یاو دوره یفصل یمدل در ثبت الگوها یاز ناتوان یناش تواندیکاهش م نیاست. ا

(. در مجموعه داده یتابستان هیپا یهاانیو جر یزمستان نیسنگ یهادارند )مثلاً بارش یبر دب یمتفاوت راتیطالقان که فصول مختلف تأث
اما همچنان  دهدینسبت به آموزش را نشان م درصدی 2٫4 کاهش که است، 0٫805برابر  4 بیترک درساتکلیف نش بیضر نیانگیآزمون، م

درصد  3کاهش کمتر از  رایز کندیم دییقبول مدل را تأ قابل یریپذمی. تعمدارد قرار(  0٫75بزرگتر از  NSخوب ) اریبس یهادر محدوده مدل
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و  ابدییم شیافزا یتوجه طور قابل به یدب انسیوار شیها است که با افزاخطا ینسب یدهنده پراکندگ نشان هاستگاهای کل در 0٫38 باًیتقر
 RMSE یهندس نیانگیم دمانن یلی. محاسبات تکمکندینشان م را خاطر ستگاهیخاص هر ا یکیدرولوژیه یهایژگیامر لزوم توجه به و نیا

 دارد. یعملکرد بهتر ترنییپا یبا دب یهاستگاهیکه مدل در ا دهدینشان م زی( ن0٫59)حدود 
العاده  فوق ییتوانادهنده  طالقان، نشان زیماهانه حوضه در حوزه آبخ انیجر یآبده یسازدر مدل 7در جدول  ELMمدل  یکل عملکرد

 زیمتما کیکلاس یهاآن را از روش یژگیو نیها است که اموجود در داده یخطریو غ دهیچیپ یالگوها ینیبشیو پ ییمدل در شناسا نیا
با بررسی . کندیم لیتبد یکیدرولوژیه یهالیتحل یبرا آل دهیا یآن را به ابزار رشیپذفو انعطا عیسر یریادگیساختار  لیو به دل کندیم

ی کیدرولوژیه یارهامعی اساس بر که است 0٫927برابر با  4 بیساتکلیف در ترکنش بیضر نیانگیدر مجموعه داده آموزش، م 7جدول 
 یهاموجود در داده انسواری از درصد 92٫7که مدل توانسته حدود  دهدیمقدار نشان م نیاست. ا یآموزش یهابا داده ییتطابق استثنا انگریب

 یهادر پردازش داده ELM ی مدلقدرت بالا انگریاست و ب یسنت یهابا مدل سهیبرجسته در مقا یدهد که دستاورد حیرا توض یدب
در  زیمطلق خطا ن نیانگیمربعات خطا و م نیانگیم شهیدر طالقان است. ر یمیاقل راتییو تغ یطیمح زینو ،یبا نوسانات فصل یکیدرولوژیه
. کنندیم دییرا تأ ینیبشیپ رینظیهستند و دقت ب ینییپا اریبس ریکه مقاد دهندیرا نشان م 0٫353و  0٫384 نیانگیم بیبه ترت بیترک نیا
از  یمطلق خطا با تمرکز بر انحراف متوسط، هر دو حاک نیانگیبزرگ و م یهاخطا ریبر کاهش تأث دیمربعات خطا با تأک نیانگیم شهیر

در محدوده  زین یهمبستگ بیمدل در فاز آموزش است. ضر تیدهنده موفق هستند که نشان یواقع ریبه مقاد هاینیبشیپ ریچشمگ یکینزد
با دقت بالا است  یدب یالگوها دیتولمدل در باز ییتوانا انگریو ب دهدیرا نشان م یقو اریبس یخط همبستگی که دارد قرار 0٫897 تا 0٫881

 طور ها را بهآن تواندینم زین ELM ی مدلباشد که حت دهیچیپ یخطریاثرات غ ای زیوجود نو لدلی به است ممکن 0٫9کمتر از  ریاگرچه مقاد
 کامل حذف کند.

 

 ELMماهانه حوضه با مدل  انیجر یآبده ینیبشیو پ یسازجهت مدل یورود یهاداده یآمار جینتا - 7جدول 

شماره  ایستگاه

 ترکیب

 مجموعه داده آزمون مجوعه داده آموزش
NS RMSE MAE R NS RMSE MAE R 

 جوستان
(17966) 

4 927/0 828/0 801/0 899/0 912/0 841/0 821/0 882/0 
3 921/0 831/0 804/0 893/0 904/0 843/0 822/0 876/0 
2 918/0 834/0 808/0 886/0 901/0 845/0 824/0 871/0 
1 909/0 838/0 809/0 881/0 896/0 853/0 829/0 865/0 

مهران 
 جوستان

(17965) 

4 925/0 237/0 204/0 897/0 909/0 253/0 221/0 881/0 
3 919/0 239/0 209/0 892/0 903/0 257/0 224/0 875/0 
2 916/0 241/0 213/0 885/0 899/0 261/0 227/0 869/0 
1 907/0 244/0 217/0 879/0 893/0 264/0 231/0 863/0 

علیزان 
 جوستان

(17934) 

4 923/0 198/0 186/0 896/0 904/0 206/0 191/0 881/0 
3 918/0 198/0 187/0 891/0 901/0 209/0 192/0 874/0 
2 915/0 199/0 188/0 884/0 896/0 212/0 192/0 868/0 
1 906/0 201/0 193/0 877/0 891/0 214/0 194/0 861/0 

 دهگته
(17050) 

 

4 921/0 204/0 194/0 894/0 903/0 216/0 195/0 879/0 
3 916/0 207/0 194/0 889/0 899/0 217/0 195/0 873/0 
2 914/0 209/0 196/0 883/0 895/0 219/0 197/0 866/0 
1 903/0 211/0 197/0 876/0 889/0 221/0 199/0 859/0 

 دهدر
(17874) 

4 914/0 153/0 131/0 891/0 903/0 165/0 143/0 877/0 
3 912/0 155/0 134/0 887/0 897/0 167/0 144/0 871/0 
2 909/0 157/0 135/0 881/0 894/0 169/0 147/0 865/0 
1 901/0 159/0 137/0 873/0 885/0 173/0 151/0 857/0 

 
 ییدهنده توانا طالقان، نشان زیماهانه حوضه در حوزه آبخ انیجر یآبده یسازدر مدل 8در جدول  XGBoostمدل  یکل عملکرد

ابزارها در  نیتراز قدرتمند یکیها است، که آن را به موجود در داده یخطریو غ دهیچیپ یالگوها ینیبشیو پ ییمدل در شناسا نیا رینظیب
 بیساتکلیف در ترکنش بیضر نیانگیمجموعه داده آموزش، مدر  8با بررسی جدول . کندیم لیتبد یکیدرولوژیه یزمان یهایسر لیتحل
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 نیاست. ا یموجود در دب انسواری از درصد 97٫8حدود  حیو توض یآموزش یهابا داده ییتطابق استثنا انگربی که است 0٫978برابر با  4
است که مدل در فاز  یاسابقهینده دقت بده( نشان0٫124مطلق خطا ) نیانگی( و م0٫141مربعات خطا ) نیانگیم شهیمقدار همراه با ر

اگرچه تفاوت اندک با  کندیم دییرا تأ یقو اریبس یخط یهمبستگ زنی( 0٫966 تا 0٫951) یهمبستگ بیآموزش به دست آورده است. ضر
 بی، ضر1 بیگذشته به ترک یهامرتبط باشد. با کاهش تعداد داده ینیبشیپ قابلریغ یمیاثرات اقل ای یطیمح زیممکن است به نو 1

حفظ دقت مدل است. در  یمدت برابلند یهاداده تاهمی دهندهنشان  که( درصد 1٫5)کاهش  ابدیمی کاهش 0٫963ساتکلیف به نش
و  دهدمی نشان را آموزش به نسبت ٪2٫1 کاهش است که 0٫957برابر  4 بیساتکلیف در ترکنش بیضر نیانگیمجموعه داده آزمون م

 است. دیجد یهامدل در برابر داده یبالا یداریپا انگربی( درصد 2٫5کاهش اندک )کمتر از  نی. اکندیم دییمدل را تأ ییاستثنا یریپذمیتعم
 

 XGBOOSTا مدل بماهانه حوضه  انیجر یآبده ینیبشیو پ یسازجهت مدل یورود یهاداده یآمار جینتا - 8جدول 

شماره  ایستگاه

 ترکیب

 مجموعه داده آزمون داده آموزشمجوعه 
NS RMSE MAE R NS RMSE MAE R 

 جوستان
(17966) 

4 978/0 362/0 348/0 966/0 961/0 376/0 354/0 947/0 
3 973/0 364/0 348/0 962/0 957/0 378/0 355/0 941/0 
2 969/0 367/0 349/0 955/0 951/0 379/0 358/0 935/0 
1 963/0 371/0 351/0 951/0 946/0 383/0 361/0 931/0 

مهران 
 جوستان

(17965) 

4 977/0 104/0 087/0 963/0 959/0 115/0 094/0 947/0 
3 972/0 104/0 089/0 961/0 954/0 117/0 097/0 939/0 
2 968/0 108/0 091/0 954/0 948/0 117/0 099/0 934/0 
1 961/0 112/0 093/0 948/0 944/0 121/0 103/0 929/0 

علیزان 
 جوستان

(17934) 

4 975/0 085/0 069/0 962/0 957/0 093/0 077/ 946/0 
3 971/0 086/0 069/0 959/0 953/0 095/0 077/0 937/0 
2 966/0 086/0 071/0 953/0 947/0 097/0 079/0 933/0 
1 959/0 089/0 073/0 947/0 943/0 101/0 081/0 927/0 

 دهگته
(17050) 

 

4 974/0 091/0 074/0 961/0 955/0 103/0 082/0 944/0 
3 969/0 092/0 074/0 958/0 951/0 104/0 082/0 936/0 
2 965/0 092/0 077/0 952/0 945/0 106/0 084/0 932/0 
1 958/0 096/0 079/0 944/0 941/0 108/0 087/0 924/0 

 دهدر
(17874) 

4 973/0 063/0 043/0 958/0 954/0 075/0 054/0 941/0 
3 968/0 063/0 044/0 955/0 949/0 076/0 054/0 935/0 
2 964/0 065/0 046/0 951/0 943/0 077/0 056/0 928/0 
1 956/0 067/0 047/0 943/0 939/0 079/0 059/0 923/0 

 بحث
 مورد مطالعه متریدرویه ستگاهی( در پنج اARIMAو  XGBoost ،ELM ،SARIMA)های عملکرد مدل 5در این بخش بر اساس شکل 

ی مقایسه پراکندگ ینمودارها قیاز طر ماهانه حوضه انیجر یآبدهدر پیش بینی جوستان(  زانیده، جوستان، مهران جوستان و عل)دهدر، گته
 ینیبشیپ ریبه مقاد یکه محور عمود یدر حال دهدیرا نشان م یشده دب مشاهده یواقع ریدهر نمودار مقا یشد. محور افق یابیارز با نیمساز

 نیبا کمتر XGBoostمدل  هاستگاهیا ی. در تمامکندیتطابق کامل عمل م اری( به عنوان معy=xاست و خط مورب ) افتهیاختصاص  شده
و دقت  یقو یهمبستگ ن،ییپا RMSEاز  یامر حاک نیرا از خود نشان داد که ا ملکردع نیو انحراف نقاط حول خط مورب بهتر یپراکندگ

فاصله از خط مورب به  نیشتریبا ب ARIMA. در مقابل، مدل یو نوسانات فصل 1حدی طیدر شرا ژهیاست به و ریبالا در کل دامنه مقاد
و ( 4کم برآورد ای 3بیش برآورد)مانند  2انحراف سیستماتیکدهنده  مدل شناخته شد و نشان نیترفیضع ن،ییبالا و پا ریخصوص در مقاد

 یسر یهااغلب در داده SARIMAارائه کردند مدل  یعملکرد متوسط SARIMAو مدل  ELMکه مدل  یبالا بود در حال انسیوار

                                                                                                                                                                                
1 Extreme conditions 

2 Systematic Bias 

3 over estimation 

4 under-estimation 
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 عقب ماند. نیماش یریادگیبر  یمبتن یهاداشت اما همچنان از مدل ینسب یبرتر یو فصل یزمان
 

 
 مسازیبا ن سهمقای نمودار –5شکل 

 

 زیماهانه در حوزه آبخ انیجر یآبده بینیپیشو  سازیمدلدر  کیکلاس هایمدلبر  نیماش یریادگهای یمدل یبا وجود برتر
 یدیکل یرهایبدون ادغام متغ دبی متوسط ماهانه هایدادهروبرو است. نخست، تمرکز صرف بر  هاییمحدودیتمطالعه با  نیا جیطالقان، نتا

. دوم، دهدمیکاهش  ایپو یوهاسناری در را هامدلدقت  ،یسطح یدما ایذوب برف  هایشاخص ،ایلحظه ششدت بار رینظ یمیاقلدرویه
با توجه  ژهیبه و دهد،می شیرا افزا ELM مانندخطی غیر هایمدل انسیوار ز،یکاهش نو یماهانه تلاش برا هایدادهحجم نمونه محدود 

ماهه( بدون  کی) مدتکوتاه بینیپیش. سوم، افق کندمی فیتضعمستقل  یرا در تکرارها جینتا ثبات که هاوزن یتصادف دهیمقداربه 
 تیقابل ران،یدر ا یشدن جهانگرم  ریتحت تأث دیشد یدادهایشدت رو شیمانند افزا م،یاقل رییتغ یوهایسنار سازیشبیه ای مدتبلند یابیارز

اثرات  کپارچه،ی یزمان-یمکان لیبدون تحل درومتریمحور بر پنج ه ستگاهیتمرکز ا ت،ی. در نهاسازدیرا محدود م ندهیآ طیدر شرا ینیبشیپ
 .دهدیپوشش نم یکاف زانی( را به مدستنییدست و پابالا یتوپوگراف یهاحوزه )مانند تفاوت یتیهتروژن

 لابیس بینیپیش یبرا (DBM) بر داده یمبتن یکیمکان سازیمدل( که به توسعه 2002) انگیپژوهش حاضر با مطالعه  جینتا
عنوان  به انیبر جر یمبتن یخط ریغ (TF) پرداخت و از مدل تابع انتقال یکیدرولوژیه پذیریتفسیرو  کیپارامتر ییبر کارا دیبلادرنگ با تأک

را  ایستاغیرتعاملات  زین  XGBoost رایدارد ز یچند گامه استفاده کرد همخوان بینیپیش یبرا یقیکالمن تطب لتریو ف هحوز رهیذخ نیجانش

 ی( مبن2023کومار و همکاران ) هاییافته دهدمیکاهش  ARIMA به نسبت ٪70را تا  RMSE و کندمی تیریمنظم مد سازیتنظیمبا 
محدود  داده هایمحیطدر  CatBoost مشابه XGBoost رای)هند( با پژوهش حاضر همسو است ز ارمادادر رود ن CatBoost یبر برتر
 کردیرو یبرتر سهیمقا نیاست. ا یضرور شتریبپذیری تعمیم ی)مانند بارش( برا یمیاقل یرهایبه ادغام متغ ازیاما ن کند،میمل برتر ع

 .کندمی دییتأ رانیا خشکهای نیمهدر حوضه را حاضر پژوهش محورداده
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 گیرینتیجه
 XGBoostو  ELMهای یادگیری ماشین و الگوریتم SARIMAو  ARIMAهای آماری کلاسیک این پژوهش با هدف مقایسه کارایی مدل

های زمانی دبی متوسط ماهانه به عنوان سریماهانه حوزه آبخیز طالقان انجام شد که بر پایه  انیجر یآبده سازی و پیش بینیمدلدر 
های الگوریتمها نشان داد که ستوار بود. یافتها 1398 نتهای سال آبیتا ا 1368 ایل سال آبیاز او آبی ساله 30در بازه سازی های مدلورودی

خطی، دقت بالاتری گیری و توانایی مدیریت روابط غیرپویای تصمیم هایساختارگیری از با بهره XGBoost مدل ویژه به یادگیری ماشین
های آماری مانند جوستان مشهود است جایی که مدلهایی ویژه در ایستگاه دهند. این برتری بهماهانه ارائه می انیجر یبینی آبدهدر پیش

الگوریتم  ساتکلیف درها حاکی از آن است که ضریب نشهایی مواجه شدند. تحلیل عملکرد مدلها با چالشبه دلیل نیاز به ایستایی داده
دهنده توانایی این مدل  ید، که نشاندر فاز آزمون رس 954/0 در فاز آموزش و 973/0 برای ایستگاه دهدر به XGBoost یادگیری ماشین

مکعب  متر 429/3چند در ثبت الگوهای فصلی با میانگین دبی  هر SARIMAو  ARIMA سنتی هایپذیری است. در مقابل، مدلدر تعمیم
هایی نشان دادند که با ای محدودیتخطی و نویزهای دادهبر ثانیه در بهار برای ایستگاه دهدر موفق عمل کردند، اما در برابر نوسانات غیر

ماه با کاهش  های ورودی نیز نشان داد که ترکیب چهاردر ایستگاه جوستان مشهود است. بررسی تأثیر تعداد ماه 723/2تا  RMSEافزایش 
أکید دارند که کند. این نتایج تها ایجاد میبهترین تعادل را بین دقت و پایداری مدل XGBoost مدل در 0136/0میانگین مطلق خطا تا 

 کند. در نهایت، برتریها ایفا میهای فصلی، نقشی کلیدی در بهبود کارایی مدلهای مناسب، مانند دادهها و انتخاب متغیرپردازش داده پیش
های ابزارراه را برای توسعه ، به دلیل سرعت محاسباتی بالا ELM مدل پذیری در تنظیم پارامترها وبه دلیل انعطاف XGBoost مدل
 .کندماهانه هموار می انیجر یبینی آبدهپیش

 "هیچ گونه تعارض منافعی بین نویسندگان وجود ندارد"

 منابع
، یدرولوژیاکوه. یزمان یو سر یکاورودخانه با استفاده از داده انیجر یدب ینیبشی(. پ1393) جتبیم ،یو کاشان ریمم ،یمانی؛ سلمرتضییدس ان،یدیس

1(2 ،)167–179. 
 یزیربا استفاده از برنامه یطیسلامت مح ینیبشی(. پ1399) امیر ن،یو سعدالد رشآ ان،ی؛ ملکحسنم ،یسارو ی؛ محسنلیع ،جقهسلا ؛پیام ،یمیابراه

 .18-1، (1)73، رانیا یعیمجله منابع طب ،یزداریطالقان. مرتع و آبخ زیآبخ ۀدر حوز نیزیژن و شبکه ب انیب
 یزمان یسر کیبا استفاده از تکن رمندیرودخانه ه یدب ینیبشی(. پ1400) لیع ،یو سردارشهرکمهدی سید ،ینی؛ حسبراهیما ،ی؛ مراددان ،احمدییعل

(SARIMA .)191-172(، 45)12 ،رانیو آب ا یاریآب یمهندس یپژوهش یعلم هینشر. 
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